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As part of a data center refurbishment, the J.R. Simplot data center management team wanted 
to improve energy efficiency to meet corporate green initiatives. They also wanted to increase IT 
rack density, be better able to troubleshoot equipment and put in systems to manage potential 
risks. To improve energy efficiency and provide more power to IT racks they converted from 120 
to 240 volt AC single-phase power. They also installed energy management software and 
intelligent rack PDUs with outlet-level power monitoring to add remote energy management, 
power monitoring of individual devices, environmental monitoring and sophisticated and 
accurate power usage reports and analytics.  
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Introduction 
As part of a data center refurbishment, the J.R. Simplot IT 
department wanted to increase rack density, be better able 
to troubleshoot IT equipment and put in systems to manage 
potential risks. 

Also, going green has become a significant corporate 
initiative for J.R. Simplot which now has a dedicated 
environmental staff who monitor the company’s use of 
power weekly. As a result, the data center staff wanted to 
use electrical power more efficiently. 

The specific goals were 
• Transition from 120 to 240 volts AC for greater 

power efficiency and to provide more power to 
the racks. 

• Increase rack density by matching the power 
capacity at a rack to the number of devices. 

• Match access and control tools like KVM ports 
and devices.  

In summary, optimize and drive efficiency at all levels of 
utilization and access. 

Advanced Rack PDU Features 
J.R. Simplot data center management identified several 
features they wanted in their data center: Outlet-level 
power metering and switching, environmental monitoring, 
user management, thresholds and alerts, energy 
management software and a suitable rack PDU form factor. 

Power metering needed to be available for both the rack 
PDU and the individual PDU outlets. A Web browser GUI 
to provide easy, available-anywhere monitoring and control 
was key. Compatibility with energy management software 
was important as was real-world accuracy, especially for 
power consumption (kwh). 

Outlet switching was required for remote control and load 
shedding, shutting down non-critical devices, was 
important in the event of a power failure. Outlet switching 
was also to be used in conjunction with LDAP and Active 
Directory® for user management and to provision power. 

Easily deployed environmental monitoring sensors for 
temperature and humidity were a requirement. Critical and 
non-critical thresholds and alerts for both power and 

environmental conditions needed to be supported. 

 

 

Figure 1.  Four of the user-configurable charts provided by 
Raritan Power IQ energy management software. From top 
Customer Billing Report, Power by Rack, Carbon Footprint 
by Data Center and Total Energy Cost. 
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rack PDU, use the PDU’s Ethernet connection and the 
environmental data is displayed in the same Web-based 
GUI as the power information. Critical and non-critical 
thresholds and alerts for both power and environmental 
conditions are provided using SNMP v2 and v3. These 
alerts are important as the data center’s ambient 
temperature is increased to reduce cooling costs and to be 
consistent with the latest ASHRAE guidelines1. 

The Raritan Power IQ™ energy management software, a 
VMware Certified virtual appliance, is used by the data 
center to bulk configure the rack PDUs. It is also used to 
gather power and environmental data over time, analyze the 
data and create reports. The reports, which can be 
organized by department, equipment type or location, are 
regularly provided to J.R. Simplot’s dedicated 
environmental staff and show that the data center team is 
doing its part to support the corporate initiative. 

References 
1 Thermal Guidelines for Data Processing Environments, 
2nd Edition, ASHRAE Datacom Series, © 2009. 
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